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“But if any of you lacks wisdom, let him ask of God,
who gives to all generously and without reproach,
and it will be given to him.”

-- James 1:5
· Please show all your work!  No partial credit will be given for incorrect answers with no work shown.  Please draw a box around your final answer.

· Calculators are permitted, but no notes, text, laptops, PDAs, or electronic dictionaries.  Cell phones should be muted and left in your pocket or bag.

· You are permitted one 3x5” card (double-sided) of handwritten notes

· Tables 3,4,6,7,9 are attached to the back.  You may detach them for your reference.

· Assume (=0.05 everywhere.

Total marks: 150

(1) Do LDL cholesterol levels decrease linearly with increased frequency of exercise?
(a) State in words the null and alternative hypotheses for this question. 
[2]
H​0: no linear relationship,
HA: yes, LDL decreases linearly with exercise
(b) To test this question, what variables need to be measured for each individual in the sample?  What are their levels of measurement (i.e., categorical, ordinal, etc.)?
[2]
Frequency of exercise and LDL level (both continuous).

(c) What kind of test would be appropriate to test this question?
[2]
Linear regression

(d) Restate the null and alternate hypotheses, now using appropriate notation.
[2]
H0: (slope) m ≥ 0, or (correlation) ρ ≥ 0
HA: m < 0, or ρ < 0.

(e) Say that the p-value for a particular sample is p=0.07.  What does this 0.07 mean? Interpret its value in the context of the study.
[2]
There is a 7% chance of Type I error; i.e., there is a 7% chance that
there is no linear relationship even though we say there is.

(2) A new test for early diagnosis of cystic fibrosis (CF) has 30% specificity (i.e., if the patient doesn’t have CF, the test recognizes that fact 30% of the time) and 98% sensitivity (i.e., if the patient does have CF, the test catches it 98% of the time).

(a) Describe what Type I error and Type II error mean for this test.  Which kind of error is more severe?
[3]
Type I: patient has CF but test doesn’t catch it: patient could die!
Type II: patient doesn’t have CF but test says patient does:
unnecessary worry/expense (but we could use other tests to verify)

(b) What are the chances of Type I and Type II error?
[1]
Type I: 2%.  Type II: 70%.

(c) Say we apply the test to 6000 patients, of which 800 are known to have cystic fibrosis.  How many people of the 6000 would we expect to test positive?
[2]
800(.98) + 5200(.70) = 4424

(d) Of those who tested positive, what fraction actually have cystic fibrosis?
[2]
800(.98) / 4424 = 784 / 4424 ≈ 17.72%
(3) Assume that the lung vital capacity of a population of professional skiers is normally distributed with a standard deviation of 0.32 L.

(a) How many skiers do we need to measure in order to estimate the mean lung capacity of the population to within a desired precision of +/- 0.1 L, with 95% confidence?
[3]
(1.96*0.32/0.1)^2 = 39.34
round up, so measure 40 skiers.

(b) We measure a sample of skiers and obtain a mean lung vital capacity of 4.8 L.  If my lung vital capacity is only 4.4 L, what fraction of those skiers would we expect to have a larger lung vital capacity than I do?
[3]
z = (4.4-4.8)/0.32 = -1.25
T3: area=0.1056 ( 1.00 - 0.1056 = 0.8944
89.44% of skiers have larger capacity than I do.
(4) Let A represent those participants in a study who exercise at least twice a week.  Let B represent those who are clinically obese.  There are a total of 500 participants in the study. Translate the following statements into proper notation using A and B.

(a) Half of the study participants are obese.
[1]
P(B) = 50%

(b) Most (400) of the participants in the study did not exercise at least twice a week.
[2]
n(A) = 100, or P(A) = 100/500 = 20%

(c) Most (80%) of the exercisers in this study were not obese.
[2]
P(Bc|A) = 80%, or P(B|A) = 20%

(d) Given the above, what fraction of the obese participants exercised?
[3]
P(A and B) = P(A)P(B|A) = (.20)(.20) = 4%
P(A|B) = P(A and B) / P(B) = 4% / 50% = 2%

(e) Are exercise and obesity independent in this study? In general (beyond this study), would you expect them to be independent? Why or why not?
[3]
Not in this study: P(B|A) = 20% /= 50% = P(B)
Not in general: we'd expect that exercise should reduce obesity.

(5) Human beta-endorphin (HBE) is a hormone secreted by the pituitary gland under conditions of stress (like exams!).  The blood concentration of HBE in a group of nursing students was measured both before and after a crucial exam.  The research question is whether HBE increased after the exam.

(a) State the null and alternate hypotheses both in words and in proper notation.
[2]
H0: HBE increased, μd > 0 (after - before).
HA: HBE did not increase, μd ≤ 0

(b) Is this a 1-tailed or 2-tailed kind of question? Why?
[1]
1-tailed: we have a direction (increase) in mind

(c) To test this question, what needs to be measured for each individual in the sample?
[2]
HBE before and HBE after

(d) What is the independent variable (IV, predictor) in this study?  What is the dependent variable (DV, outcome)?  What are their levels of measurement?
[3]
IV: before vs. after (categorical/dichotomous).
DV: HBE concentration (continuous)

(e) The data are given in the table below.  Perform an appropriate parametric test and bracket the p-value. (Use df=5.)
[5]
	
	(pg/ml)
	
	
	
	
	
	Mean
	SD

	Before:
	21
	18
	19
	26
	23
	27
	22.33
	3.67

	After:
	24
	22
	23
	26
	25
	26
	24.33
	1.63

	
	
	
	
	
	
	
	
	


Mean diff = 2, SD of diffs = 2.1
SE = 0.86, t = 2/0.86 = 2.34
T4 @df = 5 (1-tail) ( 0.03 < p < 0.04
(computer gives exact p=0.033)

(f) State your conclusion and interpret it in the context of the study.
[2]
Reject H0: HBE increased after the exam.

(g) What are the assumptions for the parametric test you used?
[2]
Random sample, normal distribution of diffs

(h) Now run an appropriate non-parametric test on the same data; bracket p-value.
[4]
N+ = 4, N- = 1: T7 @nd = 5:
off the left edge of table, 1-tailed p > .10

(i) State your conclusion and interpret it in the context of the study.
[2]
Fail to reject H0: no evidence to show HBE increased.

(j) Discuss which test you feel is more appropriate for this sample.
[2]
Small sample size, unsure about normality
Overall, would be unsure about rejecting H0, due to small sample size.
(Either answer can be correct, as long as you justify your choice.)

(6) On average, female nurses in Canada in 2003 worked 36.3 hrs/week, with a 95% confidence interval of 35.5-37.2. (The average for employed female postsecondary graduates as a whole was 37.4 hrs/week.)  The sample was 1769 female nurses.  Based on this information, mark each of the following claims as either True or False.
[ Ratner, Pamela and Sawatzky, Richard, "Health status, preventive behaviour and risk factors among female nurses", Health Reports 20(3), StatsCan cat. 82-003-XPE, 2009. ]
[6]
(a) We are 95% sure that the mean hrs/week worked for the 1769 nurses is between 35.5 and 37.2.
False
(b) e are 95% sure that the mean hrs/week worked for all female nurses in Canada is between 35.5 and 37.2.
True
(c) If the sample size were reduced to 442, the 95% confidence interval would also shrink to 35.9-36.7.
False
(d) We are 95% sure that all female nurses in Canada work between 35.5 and 37.2 hrs/week.
False
(e) The 95% of female nurses in Canada work between 35.5 and 37.2 hrs/week.
F
(f) If another sample of 1769 nurses were measured, there is a 95% chance that the mean hrs/week for that sample is between 35.5 and 37.2 hrs/week.
True
(7) In the same StatsCan study, 14.2% of the 1769 female nurses reported arthritis or rheumatism, as compared with only 12.1% for employed female postsecondary graduates as a whole.  Is this a significant difference? Bracket a p-value and state your conclusion.
[6]
Os = 1769(0.142) = 251
On = 1769(0.858) = 1518
Es = 1769(0.121) = 214
En = 1769(0.879) = 1555
χ2 = (251-214)2 / 214 + (1518-1555)2 / 1555 = 7.33
T9 @df = 1 (omnibus) ( .001 < p < .01
(computer gives exact p=.007)
Yes, frequency of arthritis/rheumatism is significantly different for female nurses than for other female employed postsecondary graduates.

(8) Do females have higher fasting blood glucose levels than males?

(a) State the null and alternate hypotheses both in words and in proper notation.
[2]
H0: female glucose levels no higher, μF ≤ μM.
HA: female glucose levels higher, μF > μM.

(b) Is this a 1-tailed or 2-tailed kind of question? Why?
[1]
1-tailed: we have a direction (females higher) in mind

(c) To test this question, what variables need to be measured for each individual in the sample?   What are their levels of measurement? Label each variable with "DV" for dependent variable (outcome) or "IV" for independent variable (predictor).
[3]
gender (categorical, IV) and
blood glucose level (continuous, DV)

(d) The data are given in the following table.  Sketch two boxplots on the same axis (number line), to compare the groups.
[4]
	
	(mmol/L)
	
	
	
	
	Mean
	SD

	Male:
	4.5
	4.6
	4.3
	5
	
	4.60
	0.294

	Female:
	4.9
	5
	4.8
	5.4
	4.9
	5.00
	0.235

	
	
	
	
	
	
	
	


Males: min = 4.3, Q1 = 4.4, med = 4.55, Q3 = 4.8, max = 5
Females: min = 4.8, Q1 = 4.85, med = 4.9, Q3 = 5.2, max = 5.4




(e) Now conduct an appropriate parametric test and bracket a p-value. (Use df=6.)
[4]
SE=0.181, t=2.21
T4 @df = 6 (1-tailed) ( 0.03 < p < 0.04
(computer gives exact p=0.039)

(f) State your conclusion and interpret it in the context of the study.
[2]
Reject H0: females have higher glucose than males

(g) What are the assumptions for the parametric test you used?
[3]
Random sample, independent groups, normal distribution,
equal variance in both groups.

(h) Now run an appropriate non-parametric test on the same data; bracket p-value.
[4]
KM = 3.5, KF = 16.5
T6 @n = 5,4 (1-tail) ( .05 < p < .10


(i) State your conclusion and interpret it in the context of the study.
[2]
Fail to reject H0: no evidence to show females have higher glucose.

(j) Discuss which test you feel is more appropriate for this sample.
[2]
Small sample size, unsure about normality; SDs are comparable.
Overall, would be unsure about rejecting H0, due to small sample size.
(Either answer can be correct, as long as you justify your choice.)

(9) Does educational level have an effect on stress levels?  10 individuals with various educational levels (high-school, university, and postgraduate) were asked to rate their stress levels on a 5-point Likert scale (1="no stress", 5="extremely stressed").
(a) Describe the variables measured on each participant.  What are the levels of measurement of each variable?  Designate each variable as either "DV" (dependent/outcome variable) or "IV" (independent/predictor variable). 
[3]
education (categorical/ordinal, IV),
stress (ordinal/discrete, DV)

(b) What is the appropriate parametric test to apply?
[2]
ANOVA

(c) State the null and alternate hypotheses of the question, both in words and in proper notation.
[2]
H0: no effect, all mean stress levels are equal: μH = μU = μP.
HA: there is a difference in mean stress levels:
(μH ≠ μU) or (μH ≠ μP) or (μU ≠ μP).
(d) The data are given in the table below.  Sketch a scatterplot of the data. Do you suspect educational level has an effect on stress level?
[3]
	
	
	
	
	
	Mean

	Highschool
	2
	2
	1
	
	1.67

	University
	4
	3
	2
	5
	3.50

	Post-grad
	5
	3
	4
	
	4.00

	Grandmean
	
	
	
	
	3.10


(e) Perform an appropriate parametric test; bracket a p-value.
[5]
SSw = 7.67 ( MSw = 1.1
SSb = 9.23 ( MSb = 4.62
F=4.22: T10 @df = 2,7 ( .05 < p < .10
(computer gives exact p=0.063)

(f) State your conclusion and interpret it in the context of the study.
[2]
Fail to reject H0:
no evidence for educational level having an effect on stress level.

(g) Does your conclusion match what you predicted in part (d) based on the scatterplot?  If not, why do you think the conclusion is different?
[2]
Visually, scatterplot seems to show a difference, but the difference is not statistically significant because the sample sizes are so small.


(10) Does prayer have an effect on quality of life for nursing home residents with late-stage dementia?  28 nursing home residents with late-stage dementia were asked how many times they regularly prayed per week and also given a questionnaire measuring Quality of Life in Late-Stage Dementia (QUALID). QUALID scores range from 11 to 55, with lower scores corresponding to a better quality of life.
[ inspired by Smith, Lena, "Prayer as an intervention for agitated dementia residents", Alzheimer's and Dementia, Volume 4, Issue 4, Pages T448-T448, July 2008. DOI:10.1016/j.jalz.2008.05.1338 ]
(a) Describe the variables measured on each participant.  What are the levels of measurement for each variable?  Designate each variable as either "DV" (dependent/outcome variable) or "IV" (independent/predictor variable).
[2]
Prayer/week (continuous, IV) and
QUALID (continuous/discrete, DV)

(b) What is the appropriate test to apply?  Is it 1-tailed or 2-tailed?
[2]
Linear regression
2-tailed ("effect", not specifically "improvement")

(c) State the null and alternate hypotheses of the question, both in words and in proper notation.
[2]
H0: prayer does not have an effect on QUALID: slope m = 0 or ρ = 0.
HA: prayer does have an effect on QUALID: slope m ≠ 0 or ρ ≠ 0.

(d) Statistics on the data: SSx = 207, SSy = 1321, SSxy = -212. The participants prayed an average of 3.7 times per week, and their average QUALID score was 25. Calculate the best-fit line to the data.
[4]
slope = SSxy/SSx = -212/207 = -1.02,
intercept: 25 = -1.02(3.7) + b ( b = 28.79
Line is y = -1.02x + 28.79.

(e) Interpret the slope in the context of the study.  What are its units?
[2]
For every additional time the resident prays per week,
their QUALID score decreases (quality of life improves) by 1.02 points.
Units are: (QUALID score) per (prayers per week).

(f) Interpret the y-intercept in the context of the study.  What are its units?
[2]
Residents who don't pray have an average QUALID score of 28.79.
Units are the units of QUALID score.

(g) The QUALID questionnaire has a minimum possible score of 11 (it is the sum of 11 five-point Likert-scale questions).  At what frequency of prayer is this limit reached?  (Beyond this point, our linear model fails.)
[2]
y=11, so 11 = -1.02x + 28.79
x = 17.37 prayers/week

(h) The prophet Daniel prayed three times a day, every day of the week.  According to our linear model, what should his QUALID score be?
[2]
x=21, so y = -1.02(21) + 28.79
y = 7.28 (off-the-charts good!)

(i) What fraction of variability in QUALID is explained by the model?
(Hint: SSmodel = SSreg = (SSxy)2 / SSx)
[2]
SSmod = (-212)2 / 207 = 217.12
r2 = SSmod/SSy = 217.12 / 1321 = 16.44%


(j) What is the correlation? Does it seem like a large or small correlation?
[2]
r = ±√r2 = -√0.1644
r = -0.41 (negative slope) (mid-sized)

(k) What is the expected mean and standard deviation QUALID of residents who pray once a day?
[5]
x=7: mean = y = -1.02(7) + 28.79 = 21.62

standard deviation: sY|X = √(SSresid/(n-2))
SSresid = SSy - SSmod = 1321 - 217.12 = 1103.88
so sY|X = √(1103.88/26) = 6.52


(l) Answer the original research question: does frequency of prayer have an effect on QUALID?  Bracket a p-value and state your conclusion.
[5]
SE = sY|X / √SSx = 6.52 / √207 ≈ 0.45
t = slope/SE = 1.02 / 0.45 = 2.26
T4 @df = 26 (2-tailed) ( 0.02 < p < 0.04
(computer gives exact p=0.032)
Reject H0: prayer does have an effect on QUALID 






























